Transmission Techniques for Digital Terrestrial TV Broadcasting

The authors discuss the potential of OFDM signaling, with its limitations and inherent problems, as well as another potential technique that has so far been overlooked: single-carrier transmission with frequency-domain equalization.
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Digital TV broadcasting by satellite, cable, and terrestrial networks is currently an area of intensive development and standardization activities, particularly in North America and Europe. From these applications, technically the most challenging one is terrestrial broadcasting, due to the presence of strong echoes which characterize the propagation medium. What makes the problem even more difficult is the objective in Europe of deploying single-frequency networks in order to increase the number of TV channels in the allocated frequency bandwidth. In single-frequency networks, all transmitters are synchronized to a common highly stable frequency source and simultaneously broadcast a given TV channel using the same carrier frequency and symbol timing. A TV receiver tuned on a particular channel receives a combination of useful signals incoming from different transmitters with different delays. The overall channel is then modeled as a time-dispersive channel with a long impulse response that may span several hundreds of symbol periods. (The symbol rate is in the range of 5 to 7 Mbaud.)

The common approach for digital terrestrial TV broadcasting in Europe is based on Coded-OFDM (COFDM), which has become extremely popular within the broadcasting community over the past decade. This technique was initially proposed for digital audio applications [1-4], and work on digital terrestrial TV broadcasting followed the same lines a few years later [5-10]. It is often claimed that COFDM is the only technique that makes single-frequency networks feasible. These claims can be attributed to the fact that the usual comparisons between OFDM signaling and single-carrier transmission implicitly assume that the latter technique employs an adaptive time-domain equalizer. Clearly, time-domain equalizers cannot easily handle intersymbol interference (ISI) on channels with very long impulse responses, and may fail on single-frequency networks. It is, therefore, not surprising to see these comparisons lead to the conclusion that single-carrier transmission does not offer the potential of single-frequency networks.

Unlike the situation in Europe, single-frequency networks do not seem to be an issue in the United States, and current standardization activities are focused on the 64-state quadrature amplitude modulation (64-QAM) technique which has been standardized in Europe for digital cable television. The VSBS vs. QAM issue in the United States is essentially an implementation issue, because the two modulation techniques are mathematically equivalent — provided they use the same type of channel filtering. Note that QAM is the conventional approach to bandwidth-efficient digital communications, whereas VSBS is an old technique borrowed from the world of analog communications. Another important point to make on the HDTV activities in the United States is that they are centered on time-domain channel equalization, which is perhaps sufficient for average broadcast channels, but the frequency-domain equalization proposed in this article may open up new perspectives for handling more difficult channels with longer impulse responses.

This article discusses potential transmission techniques for digital terrestrial TV broadcasting. After reviewing OFDM signaling, we point out a strong analogy between this technique and frequency-domain channel equalization in single-carrier systems. It turns out that with a frequency-domain equalizer at the receiver, single-carrier systems can handle the same type of channel impulse responses as OFDM systems. In the absence of channel coding, single-carrier systems with frequency-domain equalization in fact substantially outperform OFDM signaling (which requires powerful channel coding and frequency-domain interleaving to recover its inherent performance loss). The main conclusion of our analysis is that single-carrier transmission with frequency-domain equalization offers the possibility of single-frequency networks while alleviating the nonlinear distortion and carrier synchronization problems inherent to OFDM.

In the next section we briefly recall the principle and the history of OFDM signaling, and in the third section we discuss frequency-domain equalization for OFDM systems, and highlight the fact that in the
uncoded case, OFDM suppresses the need for channel equalization only with PSK signal sets. The fourth section is devoted to frequency-domain equalization for single-carrier systems, pointing out a strong analogy between this technique and equalized OFDM systems. We next discuss the carrier synchronization issue before introducing COFDM, which makes use of channel coding and frequency-domain interleaving, followed by our computer simulation results, with our conclusions presented in the final section.

**Principle and History of OFDM**

OFDM is a multicarrier transmission technique based on the discrete Fourier transform (DFT). A simplified block diagram of an OFDM system is shown in Fig. 1. Serial-to-parallel and parallel-to-serial conversions inherent in this scheme are dropped for convenience. The transmitted signal is of the form

\[ s(t) = \text{Re}\left\{ \sum_{n=-\infty}^{\infty} b_n f(t-nT)e^{j(\omega_0 t+\varphi)} \right\} \]

where \( \text{Re}\{\cdot\} \) denotes real part, \( f(t) \) designates the transmit filter impulse response, \( T \) is the symbol period, \( \omega_0 \) is the carrier radian frequency, \( \varphi \) is the carrier phase, and the transmitted \( \{b_n\} \) sequence is obtained from the input information sequence \( \{a_n\} \) through an \( N \)-point inverse DFT (IDFT). In order to distinguish successive DFT blocks, we write the index \( n \) in (1) as \( n = mN + k \) with \( k = 0, 1, \ldots, N-1 \), and \( m \) integer. The \( \{b_n\} \) sequence in (1) is then given by

\[ b_k(m) = \frac{1}{N} \sum_{n=-\infty}^{\infty} a_n(m) e^{j2\pi nk/N}, \quad k = 0, 1, \ldots, N-1. \]

(2)

In this 2-index representation, \( a_i(m) \) represents the \( i \)th input symbol of the \( m \)th IDFT block, and \( b_k(m) \) is the \( k \)th output sample of the same block. After this transformation, the \( N \) parallel output samples are converted into a serial form, lowpass filtered, and passed to a quadrature modulator which shifts the signal spectrum to center it on the center frequency \( f_0 = \omega_0/2T \).

On the receiver side, the received signal is coherently demodulated, sampled at the symbol rate \( 1/T \), and passed to a DFT operator which converts the signal back to the frequency domain. The demodulator comprises a lowpass filter which limits noise and interference from adjacent channels, without distorting the received signal.

The lowpass filter on the transmitter side needs particular attention. The IDFT output has a periodic spectrum with period \( 1/T \), each period being composed of \( N \) Sinc(\( x \)) = \( \text{Sin}(x)/x \) pulses with a frequency separation of \( 1/NT \). In order to limit the transmitted signal spectrum and assign one Sinc frequency pulse to each of the \( N \) symbols comprised in a given IDFT block, an ideal (rectangular) lowpass filter is needed. Such a filter would limit the signal spectrum to \( 1/T \) as would a Nyquist filter with a roll-off factor \( \alpha = 0 \) in single-carrier transmission. Unfortunately, such a filter is not physically realizable, and a non-ideal filter with excess bandwidth must be substituted.

The transmit filtering issue is illustrated in Fig. 2. Each delta pulse in this figure represents a Sinc pulse centered on that frequency and whose zero crossings are \( 1/NT \) Hz apart. Fig. 2a shows the periodic (infinite-bandwidth) IDFT output spectrum. Next, assuming a raised-cosine spectral shaping, Fig. 2b shows the spectrum of the lowpass filter output. Note that a single frequency pulse is assigned to each symbol whose spectrum falls in the flat region of the filter transfer function. This holds for the \( a_0, a_1, \ldots, a_{N-1} \) symbols in the picture at hand. As for the \( p \) edge symbols on each side of the \( N \)-point DFT block, two frequency pulses are assigned to each of them. Finally, Fig. 2c shows the transmit filter output spectrum when the \( p \) edge symbols on each side of the DFT block are set to zero. In this case, no frequency pulses appear in the roll-off region, and the respective center frequencies of two adjacent channels can be set \( 1/T \) Hz apart. The carriers in the roll-off region which are set to zero are often referred to as “virtual carriers,” a terminology that we adopt in the sequel.

At the IDFT output, a “guard interval” is inserted (not shown in Fig. 1) between successive blocks, and the corresponding portion of the received sequence is dropped before the DFT at the receiver.
The guard interval usually consists of a cyclic extension of the DFT output blocks. Provided that its length is larger than the channel impulse response, the cyclic prefix makes the linear convolution of the channel looks like circular convolution inherent to the discrete Fourier domain. On the other hand, the introduction of a guard interval of length \( p \) expands the transmitted signal bandwidth by a factor of \( p/N \), where \( N \) designates the DFT block length. In order to limit bandwidth expansion, the length of the guard interval must be a small fraction of the DFT block length. In practical applications, the guard interval length is chosen as a function of the expected maximum channel impulse response length, and the DFT block length is then selected so as to keep the bandwidth expansion below 20 percent.

OFDM signaling was developed back in the '60s, e.g., [11-14], and used in some military HF communication systems [15-17]. It was also considered for use in high-speed modems [18, 19], but did not significantly develop in this field, and international CCITT standards for high-speed modems are based on single-carrier transmission. It was later proposed for digital mobile radio systems [20] to alleviate the channel equalization problem, increase robustness against impulse noise, and possibly make a better use of the available channel bandwidth. A summary of the development of OFDM in different application areas can be found in [21].

OFDM became popular in Europe in the mid-'80s with the Eureka 147 project on Digital Audio Broadcasting (DAB) [1]. OFDM was selected for that application, and this technique has now entered the final stages of a long standardization process. With the QPSK modulation employed in DAB applications, OFDM signaling allows to differentially equalize the transmission channel, i.e., it can cope with multipath propagation without channel identification and without involving any adaptive parameters in the receiver. At the beginning of the '90s, the focus was switched to terrestrial broadcasting of digital TV signals, and work in Europe followed very much the same lines as in the DAB project. There is today a general feeling within the broadcasting community that only OFDM can cope with the difficulties to be expected and opens up the perspectives for single-frequency networks.

Under the acronym of DMT (Discrete Multi-Tone), OFDM signaling is also becoming the basis of a world standard for asymmetric digital subscriber line (ADSL) services [22, 23]. It allows to transmit a 6 Mbps data rate to the subscribers over the existing twisted-pair telephone network. For this application, multicarrier transmission gives the opportunity of adapting the transmitted signal to the channel in a way analogous to the preemphasis/de-emphasis technique in analog communication systems. More specifically, the signal constellations used for different carriers can be independently selected in accordance with the channel attenuation and interference at the corresponding frequencies. In addition, it reduces the effect of impulse noise present in that environment.

In the following section, we discuss the channel equalization issue in OFDM systems assuming for the moment that the transmitted signal is uncoded.

**Channel Equalization**

Let \( h(t) \) designate the channel impulse response and \( H(\omega) \) its Fourier transform, i.e., the channel transfer function. If the number of carriers is sufficiently large, the channel transfer function becomes virtually nonselective within the bandwidth of individual carriers. (Strictly speaking, the bandwidth of a modulated carrier is infinite, but we are referring here to the carrier spacing \( 1/NT \) which contains most of the energy.) Focusing on one particular carrier, the influence of multipath fading reduces to an attenuation and a phase rotation. This observation has often led in the past to the erroneous interpretation that OFDM signaling resolves the channel selectivity and the resulting ISI problem. One should not lose sight that the useful signal to be recovered is the entire multiplex, and not only one of its components. Expressed in the frequency domain, the Nyquist criterion for (ISI-free transmission) requires that the channel has flat amplitude and linear phase responses. The fact that each carrier in OFDM has a different attenuation and a different phase rotation implies that the channel is not Nyquist and still needs to be equalized.

Referring back to the channel transfer function \( H(\omega) \), we let \( H_k \) designate its value within the bandwidth of the \( k \)th carrier. Equalization of the channel requires that at the DFT output in the receiver, the \( k \)th carrier signal be multiplied by a complex coefficient

\[
C_k = 1/H_k .
\]

This is the result of an optimization based on the zero-forcing (ZF) criterion [24] which aims at canceling ISI regardless of the noise level. To minimize the combined effect of ISI and additive noise, the equalizer coefficients can be optimized under the minimum mean-square error (MMSE) criterion. This optimization yields

\[
C_k = -\frac{H_k^*}{|H_k|^2 + \sigma_n^2 / \sigma_a^2}
\]

where \( \sigma_n^2 \) is the variance of additive noise, and \( \sigma_a^2 \) is the variance of the transmitted data symbols. Note that the MMSE solution reduces to the ZF solution for \( \sigma_a^2 = 0 \).

The ZF criterion does not have a solution if the channel transfer function has spectral nulls in the signal bandwidth. Inversion of the channel transfer function requires an infinite gain and leads to infinite noise enhancement at those frequencies corresponding to spectral nulls. In general, the MMSE solution is more efficient, as it makes a trade-off between residual ISI (in the form of gain and phase mismatches) and noise enhancement. This is particularly attractive for channels with spectral nulls or deep amplitude depressions.

Channel equalization in OFDM systems thus takes the form of a complex multiplier bank at the DFT output in the receiver. If the modulation used is a phase-shift keying (PSK) signal format, the channel does not need amplitude equalization, because the information is entirely carried by the signal phase. In addition, phase equalization can be made differential, provided that differential encoding is used at the transmitter. These observations, made in one of the early papers on OFDM...
synchronization remains mandatory, as demonstrated in one of the following sections.

Frequency-Domain Equalization

Analyzing the operation principle of OFDM, the authors noticed a striking resemblance to frequency-domain channel equalization for traditional single-carrier systems, a concept proposed more than two decades ago [25]. The motivation for frequency-domain equalization was due to the ability of this technique to accelerate the initial convergence of the equalizer coefficients. It turns out that frequency-domain equalization did not establish itself as a popular technique over the years, and most, if not all, adaptive equalizers used in state-of-the-art communication systems are implemented in the time domain. Although frequency-domain adaptive filtering appears in standard signal processing textbooks (e.g., [26]) and articles, it almost completely vanished from the digital communications literature.

Frequency-domain equalization is illustrated in Fig. 3a, which shows the baseband-equivalent model of a single-carrier system employing this equalization technique. The received signal samples are passed to an N-point DFT, each output sample is multiplied by a complex coefficient \( C_k \), and the output is passed to an IDFT to transform the signal back to the time domain. The coefficient sequence \( \{ C_0, C_1, \ldots, C_{N-1} \} \) which determines the equalizer frequency response is the DFT of a sequence \( \{ c_0, c_1, \ldots, c_{M-1} \} \). This tap gain vector of the equivalent M-tap time-domain equalizer. Now, if we take the system sketched in Fig. 4a and place it between an IDFT operator and a DFT operator, we obtain an OFDM system incorporating a frequency-domain equalizer. Obviously, the DFT and IDFT operators at the output end cancel each other, and the system simplifies to what we see in Fig. 3b. This is precisely the schematic diagram of the equalized OFDM system discussed in the previous section. Figs. 4a and 4b thus give evidence of the strong similarities of OFDM signaling and frequency-domain equalization in single-carrier systems. In both cases, time/frequency and frequency/time transformations are made. The difference is that in OFDM systems, both channel equalization and receiver decisions are performed in the frequency domain, whereas in single-carrier systems the receiver decisions are made in the time domain, although channel equalization is performed in the frequency domain.

From a purely channel equalization capability standpoint, both systems are equivalent, assuming they use the same DFT block length. They have, however, an essential difference that should not be underestimated. Since the receiver decisions in uncoded OFDM are independently made on different carriers, those corresponding to carriers located in a region with a deep amplitude depression will be unreliable. If we assume that one hundredth of the \( N \) modulated carriers are affected by a spectral null or a deep spectral notch, the system will have a residual error rate on the order of 10\(^{-2}\). (This is due to the fact that the error probability of decisions corresponding to carriers located in a deep
and its impulse response, and the equalizer which attempts to invert the channel transfer function must also perform a linear convolution. If no caution is exercised, a frequency-domain equalizer performs a circular convolution instead of the desired linear convolution.

As mentioned previously, the conventional solution to this problem in OFDM systems is to use a guard interval consisting of a circular prefix. This technique is also applicable to frequency-domain equalization in single-carrier systems, but there are two other techniques that can be used in the latter case. The first is the overlap & save technique and the second is the overlap & add technique. We will not describe here these techniques which can be found in standard textbooks, e.g., [27], but we will only point out that they can be viewed as the dual of the circular prefix technique in the sense that they make the circular convolution of the equalizer looks like linear convolution, whereas the circular prefix technique makes the linear convolution of the channel looks like circular convolution. The overlap & add and overlap & save techniques do not expand the transmitted signal bandwidth, but increase the receiver complexity.

**Carrier Synchronization**

When the receiver is perfectly synchronized with the transmitter, and the discrete channel is ISI-free, the IDFT and DFT operators in OFDM systems (Fig. 1) appear cascaded and give the identity operator. In the presence of carrier asynchronism, orthogonality of the multiplexed signals is destroyed and interference is created between the data symbols in a DFT block. This phenomenon is easily visualized as follows: let us denote the DFT operator by an $N \times N$ dimensional matrix $D$. The effect of a radian frequency error $\Omega$ between transmitter and receiver is a block transformation that can be represented using the diagonal matrix $D^*$.

$$D = \begin{bmatrix} 1 & 0 & \ldots & 0 \\ 0 & e^{j\Omega} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & e^{j(N-1)\Omega} \end{bmatrix}$$

For the $k$th block, the receiver output is related to the transmitter input through the matrix transform

$$D' = e^{j(k-1)\Omega}D^{-1}ED$$

which is obviously not proportional to the identity matrix as long as $\Omega \neq 0$. The implication of this is that carrier frequency offsets in OFDM systems lead to ISI between the symbols of a DFT block. (Many authors refer to the DFT block period as symbol period, and to interference between the symbols of a block as intercarrier interference. We do not use this terminology borrowed from traditional FDM, and do not make any basic distinction between ISI within a DFT block and interference between consecutive blocks.) The $n$th output sample of the $k$th DFT block is given by
\[ y_n(k) = \frac{1}{T} e^{j \pi B T k} \sum_{m=0}^{N-1} y_n(k-m) e^{j \pi m(m-n)/N} \] (11)

and this expression clearly shows that not only the data symbols are rotated, but they also interfere with each other. All terms corresponding to an index \( m \neq n \) in the first sum on the right-hand side of (11) are indeed ISI terms. Note that this phenomenon is non-existent in single-carrier systems. Furthermore, substituting (11) into (6) and (8), it is easily verified that neither of these differential detectors suppresses the ISI created by the frequency offset.

To cancel this source of interference, carrier frequency offsets must be compensated before the DFT at the receiver. A first possibility is to use a decision-directed carrier recovery technique as shown in Fig. 4a. The phase detector employs the instantaneous receiver decision and the corresponding error signal. After passing through the loop filter, its output drives a voltage-controlled oscillator (VCO) which delivers the recovered carrier to the demodulator. The problem associated with this technique is that the excessive delay due to the presence of an N-point DFT in the loop will seriously affect its stability, increase its steady-state phase jitter, and reduce its acquisition range [28, 29].

In practical applications, this difficulty is circumvented by resorting to a "pilot tone" carrier synchronization technique, such as the one sketched in Fig. 4b. This technique is easily implemented in OFDM systems, by transmitting an unmodulated carrier at the channel center, with a number of virtual (zero-valued) carriers on both sides. On the receiver side, the received signal is passed to a bandpass filter whose nominal center frequency is equal to that of the pilot carrier, and the filter output drives a phase-lock loop (PLL) that supplies the recovered carrier to the demodulator. This solution alleviates carrier synchronization, but reduces the spectral efficiency and the power efficiency of the system. The loss in spectral efficiency is proportional to the number of virtual carriers, a parameter directly related to the frequency uncertainty of the oscillators used.

The carrier synchronization problem can be solved in a more elegant and efficient manner in single-carrier systems, no matter whether the equalizer is implemented in the time domain or in the frequency domain [30]. A receiver structure comprising a frequency-domain adaptive equalizer and a decision-directed carrier recovery loop is depicted in Fig. 5. The received signal is first downconverted to baseband using a free-running local oscillator, and after lowpass filtering and symbol-rate sampling, the resulting signal is entered to a frequency-domain equalizer. The equalized signal is then passed to a digital demodulator [31], which compensates for frequency offsets between transmitter and receiver. In this structure, the DFT and IDFT (which are part of the equalizer) are outside of the carrier recovery loop and do not affect its stability, acquisition range, and steady-state jitter performance.

![Figure 4](image)

**Figure 4.** Carrier synchronization in OFDM systems; (a) decision-directed carrier recovery; (b) pilot-aided carrier recovery.

**Coded OFDM**

In the previous sections, the focus was on uncoded OFDM in which the receiver decisions are made independently on each carrier. Our analysis suggested that without channel coding, OFDM is virtually unusable on multipath fading channels with deep notches occurring in the signal spectrum. It was indicated that performance of uncoded OFDM is essentially dictated by the lowest SNR value in the signal bandwidth, whereas the IDFT operator preceding the decision device in single-carrier systems performs perfect SNR averaging over the entire channel bandwidth.

From these considerations, it is clear that the extent of frequency-domain equalization and "soft-decision" decoding. This allows SNR averaging, and the resulting system approaches the performance of single-carrier transmission with frequency-domain equalization. What we need here is an interleaver that uniformly distributes the low-SNR samples over the channel bandwidth and a convolutional code with a large hamming distance.

The receiver performs maximum-likelihood sequence decoding using the well-known Viterbi algorithm, which searches for the most likely path (the path with the smallest metric, or Euclidean distance, from the received noisy and distorted signal) in the code trellis. In an equalized OFDM system, the branch metrics over the n-th DFT block period are of the form

\[ D(n) = \sum_k |y_k(n) - a_k(n)|^2 \] (12)

where \( \{a_k(n)\} \) represents the equalized signal.
sequence, and \(a_k(n)\) is the data sequence associated to a particular path in the trellis.

A still better approach in COFDM systems is to use channel state information (CSI) in computing the branch metrics:

\[
D(n) = \sum_k |x_k(n) - p_k(n)a_k(n)|^2
\]

(13)

where \(x_k(n)\) represents the unequalized signal sequence, and \(p_k(n)\) is the sequence of channel attenuation parameters during the \(n\)th DFT block. The metric \(D(n)\) can also be expressed as

\[
D(n) = \sum_k |\hat{p}_k(n) - \hat{a}_k(n)|^2
\]

(14)

a form closely related to the branch metrics of

(12). This expression shows that the branch metrics computed using CSI can also be interpreted as the metrics computed using the equalized signal samples and weighting each local metric by the corresponding squared channel attenuation factor. In other words, a small weighting factor is associated to local metrics with low reliability, and a large weighting factor is associated to local metrics with high reliability.

Weighting can be interpreted as the dual of equalizing the channel in the sense that equalization consists of amplifying an attenuated received signal to match it to the nominal decision levels, whereas weighting consists of matching the decision levels to the received signal attenuation. Weighting clearly avoids the noise enhancement inherent to equalized OFDM systems and appears as the best strategy in branch metric computations.

**Computer Simulation Results**

A large number of computer simulations were carried out to compare OFDM signaling and single-carrier transmission in different conditions. For the sake of simplicity, the QPSK signal format was employed in all simulations. Neither this modulation scheme nor the channel models used are representative of terrestrial TV broadcasting systems, but they are still sufficient to make a general comparison and indicate the relative performances of the two transmission techniques. Some of the results were previously reported in [32-34].

**Carrier Frequency Offsets**

It was pointed out earlier that carrier frequency offsets between transmitter and receiver in OFDM systems lead to ISI and, consequently, to a significant degradation of the carrier-to-noise ratio (CNR). To demonstrate the fact that differential channel equalization does not solve the carrier synchronization problems, we have simulated an OFDM/QPSK system in which demodulation is performed using a free-running local oscillator. After the DFT operator which converts the signal back to the frequency domain, differential channel equalization was performed using either detector (6) or detector (8). The number of virtual carriers was \(N/8\), where \(N\) denotes the number of points in the DFT. With detector (8), the first nonzero element of an input block was differentially encoded and detected with respect to the last nonzero element of the previous block. The simulated channel was a distortion-free additive white Gaussian noise (AWGN) channel.

The influence of carrier asynchronism on system...
performance was evaluated by computing the equivalent CNR degradation at the bit error rate (BER) of $10^{-3}$ and plotting it as a function of the frequency offset, $\Delta f$. The results are given in Fig. 6. The CNR degradations displayed in this figure do not take into account the inherent degradation of differential detection that is common to OFDM and single-carrier QPSK systems. The results clearly show that an OFDM/QPSK system does not tolerate a frequency offset $\Delta f = 10^{-4}/T$, whereas the CNR degradation of a single-carrier QPSK system caused by such an offset is only 0.1 dB. A second observation is that in OFDM systems, the CNR degradation is higher with detector (6) which detects the phase of each point in the current DFT block using the same point in the previous block as reference. Note that the phase rotation between these two points due to a frequency offset $\Delta f$ is $2\pi N \Delta f / T$, and the resulting CNR degradation rapidly increases with $N$. An OFDM/QPSK system with $N = 512$ (not shown in Fig. 6) does not even tolerate a frequency offset $f = 10^{-4}/T$, whereas the degradation caused by such an offset in a single-carrier system is virtually zero.

To give an idea of carrier synchronization problems of OFDM in terrestrial broadcast applications, a frequency offset $\Delta f = 10^{-4}/T$ corresponds to 600 Hz if we assume a transmission speed of 6 Mbaud. Now, even if we assume crystal oscillators with a precision of $10^5$, typical frequency offsets in the UHF range amount to several kHz, and these figures (together with the results of Fig. 6) indicate that perfect carrier synchronization is compulsory in OFDM systems.

**Nonlinear Distortion**

Nonlinear distortion in digital communication systems is primarily due to the transmit power amplifier which must be driven as close to its saturation point as possible, in order to make the best possible use of its output power. Low sensitivity to nonlinear distortion is a particularly stringent requirement in satellite-based systems due to the limited power at the output of the satellite transponder, which comprises a traveling-wave tube (TWT) power amplifier. In the signal bandwidth, the TWT amplifier has a frequency-independent response which can be characterized using its AM/AM and AM/PM curves [35], respectively, given by

\[ A(r) = \frac{2r}{1 + r^2} \tag{15} \]

and

\[ \phi(r) = \frac{\pi}{4} \frac{r^2}{1 + r^2} \tag{16} \]

where $r$ designates the signal amplitude at the amplifier input.

With a nonlinear transmit amplifier, the output power must be backed off from its saturation value in order to reduce the equivalent CNR degradation of the nonlinearity. On the other hand, backing off the amplifier reduces the output power and degrades the link budget. The operating point of the amplifier is, therefore, optimized in practice so as to make the best trade-off between these conflicting two requirements. Our definition of the back-off in this article is the difference between the amplifier's output saturation power and the actually transmitted average signal power.

Using the TWT characteristics given by (15) and (16), the influence of nonlinearity was evaluated by computing the BER on an AWGN channel as a function of $E_b/N_0$ (energy per bit to noise spectral density ratio) for various values of the back-off (denoted $B$ in the sequel) and plotting it vs. $E_b/N_0 + B$. In this way, we obtain a set of curves that reflect the combined effect of the amplifier back-off $B$ and of the equivalent CNR degradation due to the nonlinearity. The simulated OFDM system has $N = 512$ carriers 64 of which are virtual and a guard interval of 128 symbols. The single-carrier system employed a Nyquist roll-off factor $\alpha = 0.4$, which is consistent with the OFDM system parameters given above.

The simulation results are given in Fig. 7. For the single-carrier QPSK system, the best results are obtained with the back-off value $B = 0.4$ dB, which gives a total degradation of 0.8 dB at the BER of $10^{-3}$. Next, examining the results corresponding to OFDM, we observe that the best results at the BER of $10^{-3}$ are obtained with an amplifier back-off of 4.3 dB, which gives a total degradation of 6.8 dB. These results demonstrate that OFDM/QPSK loses some 6 dB with respect to equivalent single-carrier QPSK. Similar results are also obtained with other signal sets, and this implies that an OFDM-based terrestrial broadcast system will be significantly more sensitive to nonlinear distortion than the corresponding single-carrier system.

**Channel Equalization**

Performance comparison of OFDM and single-carrier transmission was carried out using a number of channels. In this section, we report results corresponding to two channels, which we refer to as channel A and channel B, respectively. Channel A corresponds to a mild amplitude distortion. Its discrete impulse response, shown in Fig. 6.4.7a of
Figure 8. Amplitude response of channel B.

[24], is represented by (0.04, −0.05, 0.07, −0.21, −0.5, 0.72, 0.36, 0.0, 0.21, 0.03, 0.07). Channel B represents a stronger amplitude distortion, and its transfer function has a 25-dB notch in the signal spectrum. Its discrete impulse response is (0.74, −0.42, 0.083, 0.049, −0.12, 0.01). The amplitude response of channel B is shown in Fig. 8, and that of channel A can be found in Fig. 6.4.8a on p. 573 of [24].

In these simulations, we used an OFDM system with \( N = 1024 \) carriers and a single-carrier system with a 1024-tap frequency-domain equalizer. In both cases, we used a circular prefix of minimum length, i.e., the prefix length was 10 for channel A and 5 for channel B. The equalizer optimization was performed under the MMSE criterion. (It was verified by means of computer simulations that this optimization leads to significantly better performance than the zero-forcing criterion.)

The first set of simulations were performed using uncoded systems. Next, we included the \( K = 7 \), rate-1/2 convolutional code which has become a "de facto" industry standard for channel coding. In the coded case, the receiver comprised a "soft-decision" Viterbi algorithm for maximum-likelihood decoding. The interleaver used in coded-OFDM was a block interleaver represented by a matrix of 16 columns and eight rows, where the input symbols are written by rows and read by columns. The deinterleaver simply performs the inverse operation. With this interleaver/deinterleaver pair, two symbols transmitted at two adjacent frequencies are separated by 16 symbols at the Viterbi decoder input.

The simulation results are given in Fig. 9 for channel A and in Fig. 10 for channel B. The dashed curves correspond to OFDM and the solid-line curves correspond to single-carrier transmission with frequency-domain equalization. Each figure also includes a dotted curve which corresponds to coded-OFDM with weighted decoding. On both channels, we observe that in the absence of channel coding, single-carrier transmission with frequency-domain equalization substantially outperforms OFDM signaling. The second basic observation is that the convolutional code, used in the second simulation run, leads to a tremendous improvement, particularly with OFDM signaling. With convolutional coding, frequency-domain equalization, and maximum-likelihood decoding, performance of OFDM becomes very close to that of single-carrier transmission. Finally, with weighted maximum-likelihood decoding, COFDM leads to a slightly improved performance than single-carrier transmission.

**Conclusions**

The terrestrial broadcast channel is characterized by strong echoes with large delays, which are difficult to handle using a time-domain equalizer. Further, the objective of deploying single-frequency networks in order to make a better use of the available radio spectrum makes the problem even more difficult and precludes single-carrier transmission with time-domain equalization. The focus in Europe for this application has been on COFDM, which can efficiently handle multipath channels with long echo delays.

We have shown that, provided it employs a frequency-domain equalizer, single-carrier transmission can handle the same type of channels as does OFDM signaling. In the absence of channel coding, it even substantially outperforms OFDM signaling; the latter technique requires powerful channel coding and frequency-domain interleaving to recover its performance loss with respect to single-carrier transmission. With coding, interleaving, and weighted decoding, OFDM signaling eventually surpasses the performance of single-carrier transmission with frequency-domain equalization, but it suffers from strong sensitivity to nonlinear distortion and carrier synchronization difficulties. Both techniques may be regarded as strong potential techniques for digital terrestrial TV broadcasting, and they can efficiently compensate for multipath channels with long echo delays. In conclusion, single-carrier transmission with frequency-domain equalization opens up new perspectives for digital terrestrial TV broadcasting.
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Figure 9. Bit error rate performance of different systems on channel A.

Figure 10. Bit error rate performance of different systems on channel B.